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ABSTRACT 

With the increasing use of social media platforms such as Facebook, Twitter and Instagram, 

more and more people are connecting with each other throughout the world. People use these 

social media platforms to express their individuality, thoughts, ideas and opinions freely. 

However, a certain group of people abuse this freedom of speech to offend others. This is called 

cyberbullying. Some common examples of cyberbullying are posting derogatory or offensive 

comments, expressing hostility or aggression online, spreading false rumors, creating fake IDs 

etc. In this paper, we propose the use of Supervised Machine Learning techniques to find an 

efficient labeling method for effectively predicting and detecting cyberbullying in social media 

sites through comparative analysis. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Social Media usage is a significant phenomenon that is becoming a large part of our daily 

lives. With the modern technological advances, most people own one or more smart devices and 

they connect to various social media platforms. Some of the commonly used platforms are 

Facebook, Twitter, Instagram, Whatsapp, Viber etc. The users of such platforms share personal 

information, images, news, thoughts, ideas and opinions via such platforms. It is a space they use 

according to their will and have the freedom of speech. Social media platform provides the users 

a space where they can connect with each other from around the world, learn about the unknown 

and grow from the newfound knowledge. It is a hub of information that becomes larger day by 

day. 

However, a group of people threaten such healthy growth of mind and disrupt the safe space 

of social media by abusing their right to speak freely. They spread negativity on the social media 

by posting hateful or demeaning comments. Such activities are labeled as Cyberbullying and it is 

becoming an increasingly common problem for social media users. 

 

1.2 Scope 

Cyberbullying can consist of a variety of online offensive activities. For instance, posting 

derogatory or offensive comments, expressing hostility or aggression online, spreading false 

rumors, creating fake IDs etc. are some examples of cyberbullying. According to the 

“Cyberbullying Research Center”, it is defined as “willful and repeated harm inflicted through 

the use of computers, cell phones, and other electronic devices” [1]. Male and female users both 

experience bullying on online platforms to a significant extent. However, female users are seen 

being relentlessly bullied and harassed, especially on publically accessible posts that are made. 

They face problems such as being stalked, harassed, receiving hateful comments, criticism, body 

shaming comments etc. For example, research shows that American women tend to experience 

certain types of “more severe” harassment in comparison to men, such as stalking and sexual 

harassment. “Among female internet users aged between 18-24, 26% say they have been stalked 

online and 25% have been sexually harassed” [2]. In addition, these victims do not know who the 

perpetrators are in a lot of cases. 38% of women say that strangers are responsible for their 

harassment [2]. However, cyberbullying affects all genders and races. Therefore, peoples’ 

vulnerability in social media is a valid concern and creating a safe place for everyone requires 

special attention. 

The consequences of cyberbullying can be quite severe. Since the cyber bullies are not 

restricted to any physical boundary, they are free to target any users online in private. On the 

other hand, the victims may not know whom they are being bullied by. The anonymity gives the 

bullies more power over the victims [3]. On the other hand, public cyber bullying also has its 

own pitfalls. It can ruin a victim’s public image as everyone connected to his/her social media 

will get to know about it. Furthermore, public content posted on social media can spread very 

fast and reach a large number of people [4]. The victim may have no control over the derogatory 



9 
 

comments posted by an offender. But, since it is a public and open space, it will be available for 

everyone to see. In such cases, even if a false rumor is created by the bully, it can destroy the 

victim’s reputation and credibility online and in real life. In addition, the victims tend to have 

low self esteem and may even feel suicidal [5]. As a result, cyberbullying is often perceived as a 

more severe form of bullying than the traditional ways according to some authors.  

Even though cyberbullying is becoming a major issue for social media users, there are still no 

effective ways to identify the bullies and provide punishment. Especially, in case of Bangladesh, 

there is very little research regarding this problem and its solution. As a result, the majority of 

the perpetrators do not face any penalty. Because of the lack of monitoring, they are indirectly 

encouraged to continue with such activities.  

Due to the pressing circumstances, this paper will focus on using Machine Learning 

techniques to find an efficient labeling method for effectively predicting and detecting 

cyberbullying in social media sites. The aim of this paper is to do a comparative analysis among 

three different kinds of labeling techniques. Moreover, the analysis will be done using the 

supervised Machine Learning approach. 

 

1.3 Objectives  

The main objectives of this paper are listed below:  

 Automatically detecting cyberbullying on social media sites 

 Finding an efficient labeling method for detecting cyberbullying through comparative 

analysis 

1.4 Conclusion 

Cyberbullying is a crime that is on the rise with the increasing use of social media platforms. 

Even though it is becoming a widespread problem for the users as well as a threat to their privacy 

and online safety, there are very few measures that are being taken to prevent it. Therefore, this 

thesis work aims to contribute to creating an efficient model of predictive analysis to identify the 

perpetrators of cyberbullying with optimal accuracy and help users seek necessary legal aid.  
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction  

Artificial Intelligence (AI) is a rising field within Computer Science that is continuously gaining 

popularity as a means of solving various real-life problems. It is an area which is related to 

creating smart machines and systems that would tackle problems like human would. In order to 

create an artificially intelligent system, it needs to be taught cognitive abilities such as 

knowledge, reasoning, perception and the ability to learn as well as understand [6]. After going 

through these processes, it is expected that the system would be able to detect problems and find 

solutions for them like a human brain would. Researchers are trying to incorporate this concept 

in different aspects of our lives. If the system can work properly, it can assist human beings in 

areas that need a significant amount of attention. For instance, artificial intelligence algorithms 

are used for credit card transactions, GPS, spam filters, Google translate service, recommender 

systems, facial recognition systems etc. Moreover, further research is being done using AI in 

order to develop robots and self-driving cars [7].  

There are a varied number of concepts that researchers are working on. Some of these 

concepts are Machine Learning, Natural Language Processing, Computer Vision, Robotics, 

Automatic Programming, Expert Systems, Planning and Decision Support, Intelligent computer-

assisted instruction etc. [6]. Among these fields of AI, Machine Learning (ML) has become quite 

promising and it is being utilized in numerous sectors. In recent times, there is an increasing 

amount of data which is beneficial for training machines for displaying better performance. In 

addition, the computational capacities of modern day devices are also become more and more 

enhanced. This is another favorable factor for implementing Machine Learning. Furthermore, 

researchers are working on ML algorithms to improve their performances even more [8]. As a 

result, the idea of using Machine Learning is becoming increasingly popular and many of the 

technologies that we use in our daily lives are based on ML algorithms.  

 

2.2 Machine Learning Algorithms and Applications 

Machine Learning is a technology that is not bound to following “pre-programmed” 

commands for machines that are generally set by programmers. This is a significantly more 

advanced process where the machine learns from the available data, examples and experience to 

make decisions by itself [8]. This means that expert systems based on ML techniques should be 

able to model human activities and take informed decisions. Due to its cognitive abilities, ML 

techniques are being applied to various sectors which would otherwise require human attention. 

Extensive research is being done on ML algorithms so that they can provide accurate results to 

us. A common example of the use of ML is image or voice recognition systems. For example, 

Facebook uses ML system for facial recognition. Moreover, virtual personal assistants such as 

Siri by Apple and Cortana by Microsoft are also based on Machine Learning [8]. 

Further uses of Machine Learning include the area of Healthcare. According to authors Chi 

IN 2009 and Caelen et al. in 2006, intelligent systems with predictive capabilities have been 

proven to improve diagnostic accuracy [9]. Therefore, Machine Learning can be used to create 



11 
 

smart diagnostic systems. Machine Learning techniques are also being used in the transport 

sector [8]. The self-driving cars are a popular example of the utilization of Machine Learning. 

However, the use of Machine Learning is not limited to performing tasks that can be done by 

human beings. It is also being used for tasks that are beyond human capabilities. For instance, 

analyzing large amounts of data and finding patterns would be difficult for human beings. On the 

contrary, intelligent learning systems would be able to achieve this task comparatively easily [9]. 

It is expected that in the future, machines would replace human beings in order to undertake 

complex and dangerous tasks and perform with precision. 

The main idea of applying Machine Learning is using the various kinds of algorithms. There 

are different types of ML algorithms that are classified based on how each of them performs a 

specific task. Some of the most common algorithms are Supervised Learning, Unsupervised 

Learning, Semi-supervised Learning, Reinforcement Learning, Transduction and Learning to 

Learn [10]. Furthermore, there are more algorithms under Supervised Learning. These 

algorithms may work with classification or regression. For instance, some of these algorithms are 

as follows: 

 Linear Classifiers. This algorithm is divided into sub-categories such as: 

 Logical Regression 

 Naïve Bayes Classifier 

 Perceptron 

 Support Vector Machine 

 Quadratic Classifiers 

 Boosting 

 K-Means Clustering 

 Decision tree and its sub-category called Random Forest 

 Neural Networks and Bayesian Networks [10]. 

With researchers working to improve these algorithms and the availability of large amounts of 

data, Machine Learning is also being integrated in doing predictive analysis in different fields. 

This is one of the fields that show a lot of potential for solving real-life problems. 

 

2.3 Predictive Analytics and Its Uses 

Predictive Analytics is comprised of “a variety of statistical and analytical techniques used to 

develop models that predict future events and behaviors” [11]. A predictive model makes 

predictions about the outcome of a situation based on the available data and the way the model 

has been trained to make decisions. Predictive Analytics are popularly used in financial risk 

management. A prime example of this is credit scoring. Credit risk models predict the risk of loss 

based on the information from individual loan applications. This method has aided banks to 

minimize the risk of facing losses for a long time [12]. However, this analytical power is not 

only limited to the field of finance and banking. With the rise of Big Data, the techniques of 

predictive analysis are now being used in many other sectors for their improvement. For 

example, other areas related to finances such as marketing and sales rely on analytics tool in 

order to maximize their benefits. Predicting customer behavior is also an important use of these 

analytics tools [12]. Businesses design their products and market them according to the 

customers’ taste now-a-days by predicting in advance.  



12 
 

Another example of the use of predictive analytics is creating diagnostic models in the health 

sector. Creating models that can detect diseases from the symptoms and suggest the proper 

treatment is an important use of predictive models. Not only this, but many types of fraud 

activities can also be detected by using predictive models. Frauds may have predictable patterns 

and so they can be identified using predictive models. Or they might be recognized as anomalies 

in the regular patterns. Moreover, predictive models can be helpful in solving social problems as 

well. They may be able to predict and prevent criminal activities in the streets, domestic abuse 

and terrorist activities by identifying high-risk situations and hotspots for such activities [12]. 

Based on the type of data, predictive analytics can make significant impacts in any field they are 

used in. This is why research is being done on the detection and prevention of cybercrime with 

the use of predictive analytics and ML algorithms.  

 

2.4 Tools for Machine Learning  

There are various types of data analytics tools that are utilized for working with supervised 

and unsupervised algorithms. Some of the examples of such tools are KNIME Analytics, 

TensorFlow, Weka, Amazon Machine Learning etc. TensorFlow is an ML system that works 

with heterogeneous environment and especially focuses on deep neural networks. Some Google 

applications use this software in production and it is an open-source project that works well with 

real life problems [13]. Similarly, Weka is another ML tool with data mining capabilities and a 

wide range of algorithms. It is relatively easier to use and popular software for beginners [14]. 

The data can be processed in various ways initially before applying ML techniques on them. 

 

2.5 Related Research Regarding Cybercrime Detection 

Since cybercrime is a significant social problem that is always on the rise, there has been 

some research on its prevention methods. Researchers extract data from different social media 

sites such as Facebook, Twitter, Instagram and Myspace in order to conduct their research on the 

best ways to tackle this problem. Concepts such as Data mining, Natural language processing, 

Image processing, Machine learning techniques etc. are being incorporated to conduct these 

studies. Most of the times, two or more of these concepts are used together in order to get 

optimum results and reduce the amount of errors. The researchers also focus on different sides of 

cyberbullying. For instance, sexism, racism, sexual harassment, body shaming, hate speech are 

some of the topics that are gaining a lot of attention.  

2.5.1 Researchers Samghabadi et al. have worked with natural language processing methods 

to identify different forms of profanities. Moreover, they have taken the help of machine learning 

algorithms to compare their results with other datasets and prove the accuracy of their model. 

They have conducted this research by collecting data from the social media platform called 

ASKfm [15]. 

2.5.2 Similarly, researcher Love Engman has worked with ASKfm data to create a detection 

software prototype that would monitor profiles in real time and display the offensive comments 

made by these profiles. He has combined the use of Natural language processing and Machine 

learning techniques in order to build this prototype. The main component of this prototype is a 

classifier that gives the best performance [16]. 
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2.5.3 Furthermore, researchers Zhong et al. have worked on “developing early-warning 

mechanisms for the prediction of posted images vulnerable to attacks”. They chose the photo 

sharing site Instagram to collect data for their study. They observed shared images, captions as 

well as the comments on the images and used concepts like Text mining to predict possible 

events of cyberbullying. They have also utilized various types of classifiers and feature sets [17].  

2.5.4 Researchers Mifta et al., on the other hand, have taken a different route to detect 

Cyberbullying. They compared a variety of sentiment analysis methods for detecting 

Cyberbullying with the use of three Machine Learning algorithms. They also compared the result 

in order to find out which methods provide the optimum solution [18]. 

2.5.5 In addition to all these studies, researchers Chatzakou et al. have also worked on 

detecting bullying and aggression on Twitter. They have proposed a “methodology for extracting 

text, user, and network-based attributes” so that they can distinguish the unique features of 

people who bully or display aggressive behavior online. They discovered that bullies tend to post 

less and their popularity is not quite much. Also, they do not take part in a large number of 

online communities. Aggressors on the other hand are more popular in comparison and their 

posts are usually negatively inclined. Their study was based on using ML classification 

algorithms and their model exhibits a significant level of accuracy in its results [19]. 

2.5.6 Another instance of predictive analytics based on Twitter is the research work of 

Matthew S. Gerber. They have used Twitter-specific linguistic analysis and statistical topic 

modeling for detecting discussion topics across an important city in the USA. After that, they 

included this data into crime prediction models. They proved that adding the data from Twitter 

improves the performance of crime prediction models in comparison to the usual method of 

kernel density estimation. They believe that this research can impact the resource allocation for 

preventing criminal activities [20]. 

2.5.7 Authors Agrawal and Awekar have also worked on the detection method of 

cyberbullying. After identifying some of the main bottlenecks of the existing systems, they have 

proceeded to experiment of Formspring, Twitter and Wikipedia data. They have analyzed 

cyberbullying systematically across platforms on the basis of deep learning models and transfer 

learning [21]. 

2.5.8 Researchers Kontostathis et al. have focused on analyzing language for cyberbullying 

detection. They have used a two-step approach. The first stage of their experiments was designed 

to identify specific words and their contexts related to cyberbullying. They identified commonly 

used words and developed queries. Five of such queries provided high accuracy in terms of 

detecting examples of bullying. In the next stage of their experiments, they have used supervised 

machine learning algorithms in order to find out additional terms that are consistent with 

cyberbullying [36].  

2.5.9 Researchers Potha and Maragoudakis have taken the approach of sequential data 

modeling for cyberbullying detection. They have used a dataset of real-life conversations and 

manually annotated it in terms of severity using a numeric label. The motivation of their research 

was to detect cyberbullying as well as examine potential linguistic patterns of the perpetrators 

[37]. 
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2.6 Conclusion 

Even though Machine Learning algorithms have been gaining popularity in the recent years, 

there has been comparatively less research on the prevention of cybercrime using this 

technology. Especially, the lack of research is obvious in Bangladesh although a large number of 

the population participate in social media platforms and are at risk of facing some form of 

bullying. The offenders often tend to get away because there are no dependable methods of 

detecting cyberbullying activities. These are the reasons why our research aims to help creating 

an efficient detection method that would provide satisfactory results and assist the national 

policymakers to accurately identify and penalize cyber bullies. 
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CHAPTER 3 

METHODOLOGY & SYSTEM IMPLEMENTATION 

3.1 Introduction 

In order to do a productive research and find the best possible results, there are a good 

number of steps involved along the way. First and foremost, we need to find quality data with a 

decent number of instances so that Machine Learning Algorithms can use them for training, 

learning and testing. Next, the dataset has to be prepared and groomed in a certain way so that 

the machine is able to read and interpret it. Only then it will be able to make predictions. 

Depending on these preliminary stages, the results of the algorithms will vary. Therefore, to 

explore our results, we are required to pay close attention the data collection and pre-processing 

stages. Moreover, we also need to be mindful about our choices for the programming languages, 

environment and any other software or tools we use. A brief overview of all the stages that have 

been completed before running any specific algorithms will be discussed in this chapter. 

 

3.2 Data Flow Diagram 
We have followed a systematic method in order to collect, process, categorize and label our 

raw dataset according to our research goals. The data flow model of the entire workflow is given 

below: 

 

 
 

Figure 3.1: Data Flow Diagram 

These steps would be further discussed in detail in this chapter in the next sections. 
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3.3 Dataset Collection 
We have acquired our raw dataset from Kaggle.com, which is a platform for predictive 

modeling and analytics. This site contains different datasets from different fields such as 

government, health, science, popular games and dating trends etc [22]. Amongst the available 

datasets, we have acquired a dataset which is specific for the use of Cyberbullying Detection. 

The data in this dataset came from Formspring.me. Formspring is an anonymous social media 

site which is based on questions and answers. There are a total of 12,774 data points in this 

dataset and these data were crawled from 50 IDs in the summer of 2010. The dataset has been 

labeled by three human annotators working in an online marketplace called Amazon Mechanical 

Turk [23]. These annotators identified instances of Cyberbullying, the exact word or phrase and 

also the severity of the incident in their own opinions. This dataset initially had the following 

parameters: userid, post, ques (question), ans (answer), asker, ans1, severity 1, bully 1, ans2, 

severity 2, bully 2, ans3, severity 3, and bully 3. The “bully #” fields contain the word or phrase 

that the annotators thought to be examples of bullying. Consequently, the “ans #” field contains 

“yes/no” based on the existence of cyberbullying. On the other hand, the “severity #” fields 

consist of a number between the range 0 to 10 where 0 means “no Cyberbullying” and 10 is 

“sever Cyberbullying” [35]. Below are the tabular representations of a portion of the dataset: 

 

 

    Figure 3.2: Formspring Dataset 
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    Figure 3.3: Formspring Dataset (second part) 

 

We have used this large dataset and proceeded to the next of processing the data to make it 

machine readable and efficient.  

 

3.4 Pre-processing 

Processing the data to make it more refined is a crucial step for testing any algorithm on the 

modified version of the dataset. We have pre-processed two columns of the dataset which would 

contribute to our results: the “question” column and the “answer” column. These are the 

parameters which would contain possible instances of cyberbullying. The preprocessing steps are 

as illustrated in the following workflow: 

 

 

Figure 3.4: Data Preprocessing Flow Diagram 
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In order to accomplish these steps, we have utilized the KNIME Analytics Platform and applied 

the operations. Further descriptions of all the operations are as follows: 

3.4.1 Conversion from string to document: Firstly, we loaded the csv data file in KNIME 

Analytics and converted all the strings to documents to make the data adaptable for processing. 

3.4.2 Bag of Words: Bag of words is a standard representation of text mining for solving 

classification problems. This text representation is popularly believed to contain a significant 

amount of information which aids linear classifiers to make predictions with higher accuracy 

rates [24]. It has been used to count the frequency of all the words in the corpus of documents. 

3.4.3 Number Filter: The Number Filter node was used for removing unnecessary and 

irrelevant numbers in the dataset. 

3.4.4 Punctuation Eraser: We have also used a Punctuation Eraser node to remove all the 

punctuation  

3.4.5 Stop Word Filter: The Stop Word filter helps to remove commonly used words such as 

“a”, “an”, “the”, “for, “you” etc. As these words are less significant in the dataset and have less 

impact on the results, we have chosen to remove them. 

3.4.6 Case Convertor: The Case Convertor node converted all the words in the dataset into 

lowercase words. 

3.4.7 TF-IDF: In addition to these steps, we have also performed TF-IDF calculations on the 

dataset. TF-IDF is an important as well as useful concept in case of text processing and 

classification. TF-IDF stands for Term Frequency Inverse Document Frequency and it helps to 

determine the importance of words in a corpus of documents. In this process, the value for each 

word in a document is calculated “through an inverse proportion of the frequency of the word in 

a particular document to the percentage of documents the word appears in” [25]. The importance 

of a word is proportional to the increase in the number of times a word appears in a document. 

However, this importance is offset by the frequency of the word in a corpus of documents [26]. 

The TF-IDF value of a word t for a document d in a corpus D is calculated by multiplying the 

term frequency and inverse document frequency. The mathematical formula is as follows: 

wd(t) = fd(t) * log( |D| / |{d € D : t € d}|)    …….. (3.1) 

 

In this equation fd(t) denotes the term frequency and the second part of the product is the inverse 

document frequency [27]. In short, if a word is comparatively rare in a document, it is 

upweighted. On the other hand, the more common a word is the lower TF-IDF weight it has.  
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Figure 3.5: Data Preprocessing in KNIME Analytics 

Finally, two separate datasets named “Preprocessed  Question” and “Preprocessed Answer” have 

been acquired as the outcome of all these actions. 

 

3.5 Dataset Labeling 

Three kinds of methods have been followed in order to label the preprocessed dataset in three 

different ways. These methods are described below: 

3.5.1 Type 1 Labeling (Annotators’ Opinion-Based): For the first type of labeling, we 

have combined the opinions of the annotators and created a binary class label for the dataset. We 

have considered that if at least two of the three annotators agree that an instance is 

Cyberbullying, then it would be labeled as “Yes”. On the contrary event, the instance would be 

labeled as “No”. Furthermore, we have transformed the class labels from strings to numerical 

values. The instances of “Yes” have been labeled as “1” and the instances of “No” have been 

labeled as “0”. A tabular representation of this labeling technique is illustrated below: 

Annotator ans1  Annotator ans2  Annotator ans3 Class Label  

Yes  Yes  Yes 1 

Yes Yes No 1 

Yes No  No 0 
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No No No 0 

 

Figure 3.6: Annotators’ Opinion-Based Labeling 

As their labels were separately illustrated in the dataset, we have combined all three “ans” 

categories to create binary class labels for one of our analysis approaches. The modified dataset 

with the “class” column is illustrated below: 

 

 

Figures 3.7: Formspring Dataset with Annotators’ Opinion-Based Class Label 

The last column which is denoted with “class” will be analyzed later on with Naïve Bayes 

Algorithm by splitting it into training and testing datasets. We will be observing the accuracy of 

prediction for this dataset, which is labeled based on the opinion of the annotators. For this 

purpose, we have taken a set of 10,000 sample data. 

3.5.2 Type 2 Labeling (TF-IDF Based): The second dataset has two parts and these are 

derived from “Preprocessed Question” and “Preprocessed Answer” datasets. For each of them, 

we have found TF-IDF values. For creating class labels, we have taken the average of the highest 

and the lowest TF-IDF values in the corpus and considered it as a threshold value. If a specific 

TF-IDF value is below then this, it has been classified as “0”. On the contrary, if the TF-IDF 

value is higher, it has been labeled as “1”. For example, the average TF-IDF value of the 

“Preprocessed Question” dataset is 2.354155. Therefore, the terms having a higher weight than 

this have been labeled as “1”. An example of the labeling technique and a sample of the 

“Preprocessed Question” dataset are given below: 

TF-IDF Range Class 

Label 

TF-IDF> 

2.354155  

1 
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TF-

IDF<2.354155 

0 

 

Figures 3.8: TF-IDF Labeling for “Preprocessed Question” Dataset 

 

 

 

 Figure 3.9: Preprocessed Question Dataset with TF-IDF based Class Label 

We have chosen 10,000 data from both of the Question and Answer datasets. We will apply 

Naïve Bayes Algorithm on these datasets as well. Since the important parameter of these datasets 

is the “tf idf” column, the results achieved for these would vary from the Type 1 labeling. Based 

on the assumption that the TF-IDF operation may have been mostly able to upweight the abusive 

words, the accuracy levels of the algorithm may be high and vice versa. We would be comparing 

the results with the Type 1 label to see the differences between the accuracy of the opinion-based 

and machine labeled data. 

3.5.3 Type 3 Labeling (Specific Abusive Keyword-Based): This labeling is acquired by 

working on the “Preprocessed Question” and “Preprocessed Answer” datasets. For this method, 

we have labeled both the datasets in a different way than the previous two methods. In order to 

observe whether keyword-based labeling work efficiently, we have created binary class labels 

based on the presence of certain female-centric abusive words. It can also help to understand the 

implications of Cyberbullying women usually face. For the sake of comparatively small scale 

and efficient calculations, we chose five sample abusive words that are generally geared towards 

women: bitch, whore, sexy, but, ass. The value of the class column is “1” whenever any of 

these words are present. Otherwise, the value of the class column becomes “0”. Here is an 

illustration of this type of labeling: 
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Figure 3.10: Preprocessed Question Dataset with Keywords-based Class Label 

Similarly to the type 2 labeling, we have chosen 10,000 data samples from both of the 

preprocessed datasets. Finally, we would apply Naïve Bayes algorithm on these datasets so that 

we can observe some examples and extent of how women face Cyberbullying in anonymous 

social media platforms. We will compare the results again with the results from the previous 

labeling techniques. 

 

3.6 Dataset Splitting & Sampling  

After the completion of pre-processing, we finally had two datasets. We have labeled them as 

“Preprocessed Question” and “Preprocessed Answer” datasets. Next, we have worked on 

creating different class labels for them in order to add more dimensions to our dataset, ask new 

questions and find hidden implications from it. We have created three different types of labels 

with binary class values (0 and 1). The class label for the first one is the initial labeling based on 

the opinion of the annotators (Figure 3.7). The second labeling is based on the TF-IDF (Figure 

3.9) values and the third one is based on the presence of five specific female-centric abusive 

words (Figure 3.10). Moreover, due to applying the Bag of Words operation and finding Term 

Frequency for each word in the documents, the original dataset has expanded in size. The 

“Preprocessed Question” now contains 51,087 data and the “Preprocessed Answer” has 55,090 

data. In order to work efficiently, we have chosen five sets of 10,000 samples from each of our 

two base datasets. 
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Figure 3.11: Sample Datasets 

 

3.7 Naïve Bayes Algorithm 

Naïve Bayes is a supervised learning algorithm or classifier. It utilizes the Bayes’ theorem 

along with an assumption that every pair of features is independent. Suppose, a class variable is 

and a dependent feature vector is x1 through xn. Then, we get the following relationship: 

P(y| x1,……,xn) = P(y)P(x1,……,xn |y) / P(x1,……,xn )    …….. (3.2) 

Using the “naïve” assumption that:  

P(xi |y, x1,……, xi-1 , xi+1 ,….., xn  ) = P(xi |y )    …….. (3.3) 

Next, this relationship is simplified to the following form: 

P(y| x1,……,xn ) α P(y) ∏n
i=1  P(xi | y)    …….. (3.4) 

 

ŷ = arg max P(y) ∏n
i=1  P(xi | y)    ……… (3.5) 

There are four different types of Naïve Bayes Algorithms: 

I.Gaussian Naïve Bayes 

II.Multinomial Naïve Bayes 

III.Bernoulli Naïve Bayes 
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IV.Out-of-core Naïve Bayes model fitting [28]. 

We have used the Gaussian Naïve Bayes approach for our data analysis. Even though 

apparently the assumptions are “naïve” and simplified, Naïve Bayes algorithm has proven to 

work notably well with real life problems. A limited amount of training data is usually enough to 

estimate the important parameters [28]. Furthermore, Naïve Bayes classifier is used for solving 

problems such as Sentiment Analysis, Email Spam Detection, Email Auto Grouping, Email 

Sorting by priority, Document Categorization and Sexually explicit content detection [29]. A 

major advantage of using this algorithm is the speed factor. It executes comparatively faster 

while consuming less processing memory [29]. On the other hand, a significant weakness of this 

algorithm is its lower capabilities of estimation [28]. However, it is a popular text classification 

algorithm that works well in a short time and with limited resources. Due to such efficient 

features, we have chosen this algorithm for implementation.  

For our experiments, the codes in use work in several steps. Firstly, the dataset sample is 

loaded in the code in a comma separated values (csv) format. After that, the data is summarized 

to build a Naïve Bayes classifier. A few intermediary steps of calculations are involved in this 

process. The algorithm makes predictions on testing values based on this classifier. The next step 

by the algorithm is to make predictions on the testing dataset. The rate of accuracy of the 

predictions is determined through further calculations [34]. A summary of the workflow of the 

Naïve Bayes algorithm is illustrated below: 

 

 

Figure 3.12: Workflow of Naïve Bayes Algorithm 

 

The accuracy of the model is estimated by the predictions that are made for each of the instances 

in the testing dataset. The predictions are compared to the class values in the testing dataset. 

Finally, the accuracy is calculated as an accuracy ratio between 0% and 100% [34]. 
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3.8 System Implementation 

 3.8.1 Programming Languages & Software: 

A variety of data analysis software as well as programming environments have been utilized 

in this research in order to prepare the dataset. Some of the highlights among these are as 

follows: 

 Programming Language: The primary programming language on which the 

implementation of the used algorithm is based on is Python. It is a popular programming 

language that was developed by Guido van Rossum in the late 1980s [30]. It is a general-

purpose and high-level programming language that has a simple but powerful syntax. It is 

a useful language for working with data. 

 Programming Environment: We have used an open source distribution called 

Anaconda for running our python codes. This programming environment is compatible 

with both Python and R programming. In addition, it works well with Python data science 

and machine learning. It is convenient to implement data science and machine learning 

environments such as Scikit-learn, TensorFlow and SciPy. It has gained recognition as 

the foundation of numerous data science projects. Moreover, Amazon Web Services' 

Machine Learning AMIs and Anaconda for Microsoft on Azure and Windows are also 

based on Anaconda. The Python and R conda packages are securely preserved in the 

Anaconda repository for the users [31]. We have run our Python files on a scientific 

Python development environment called Spyder in Anaconda. It is regarded as a 

powerful development environment for Python due to its advanced editing, interactive 

testing, debugging and introspection features. In addition, it possesses numerical 

computing abilities because of the support of IPython and Python libraries such as 

NumPy, SciPy and matplotlib [32]. An illustration of the Spyder IDE: 

 

 
 

Figure 3.13: Spyder IDE (Anaconda) 
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 Data Analytics Tool: The main data analytics tool used in order to pre-process the 

dataset in this research is KNIME Analytics Platform. It is an open-source analytics tool 

that promotes data-driven innovation. We have used the version 3.5.2 which also includes 

KNIME big data extensions. This analytics tool is powerful, reliable, scalable and it has 

further potential to grow. Moreover, it has features such as data blending, tool blending, 

and visualization. Due to its unrestricted and open source features, it is a popular 

analytics tool [33]. The following image is an example of the KNIME environment: 

 

 
 

Figure 3.14: KNIME Analytics  

 Visualization: Since our goal is to present visual representations of our final results, we 

have also used a variety of software tools for this purpose. For instance, KNIME 

Analytics is useful for visually representing our pre-processed data as well as our 

findings. Similarly, we have used Microsoft Excel in order to create graphical 

representations of our research findings and comparative analysis. 

 

3.8.2 Experimental Setup:  

Dataset Size 10,000*5 

Split Ratio 0.70 

Training Data 70% 

Testing Data 30% 
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Algorithm Naïve Bayes 

Run No. 10  

Evaluation Parameter Accuracy Rate 

 

Figure 3.15: Experimental Setup Table 

 

3.9 Conclusion 

In conclusion, this chapter describes the necessary steps of cleaning and processing the raw 

data before it is put to further use. Depending on the quality of this preprocessing, the results will 

be acquired and compared for their efficiency.  
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CHAPTER 4 

RESULTS & ANALYSIS 

4.1 Overview 

 After deploying the system and running the Naïve Bayes algorithm on the datasets, the 

next step is to analyze the results and their implications. In this chapter, a comparative analysis 

of all of the results has been done in order to observe which type of labeling and analysis gives 

the best results among all the approaches. 

 

4.2 Results 

4.2.1 Results of Type 1 Labeling (Annotators’ Opinion-Based): 

 The first type of class labeling, which has been done based on the opinion of the 

annotators of the raw dataset, gives the following accuracy results: 

 

 

 

Figure 4.1: Accuracy of Annotators’ Opinion-based Labeling  

Observing from these results, this approach to labeling gives comparatively lower accuracy rates 

of prediction. A reason for this phenomenon might be the lack of enough instances. Since the 

labels have been derived from combining the opinion of the annotators who have manually 

explored the dataset, there are differences in their opinions. There are times when something was 

marked as an example of cyberbullying by one annotator in the dataset. However, the other two 

annotators felt that this is not so. Therefore, these events have not been labeled as “1”. Due to 

such different views, many of the instances may have not been properly labeled. In that case, the 

Naïve Bayes algorithm would not be able to perform at its best. A few of the examples of this 

class labeling in the dataset are illustrated below: 
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Posted Question/Answer Class Label 

Ur a fuckin idiot 1 

Why you such a bitch? 1 

shit on your face 1 

Later white trash skank. 

BITCH! 

1 

you fake ugly bitch 1 

 

Figure 4.2: Sample Labels (Type 1) 

According to our method of labeling, at least two out of the three annotators had to agree if an 

instance is a cyberbullying event or not. The labeling was essentially manual and static. 

 

4.2.2 Results of Type 2 Labeling (TF-IDF based): 

 After the analysis of the TF-IDF based labeling using the Naïve Bayes algorithm, the 

following accuracy results are found for the “Preprocessed Questions” dataset: 

 

 

 

Figure 4.3: Accuracy of TF-IDF Labeling (Questions) 

These results are acquired after running the algorithm ten times. As demonstrated in the graph 

above, the labeling system using a threshold TF-IDF value gives a significantly high range of 

accuracy in the detection of the instances of cyberbullying. The underlying assumption of this 

kind of class labeling is that the words with a higher TF-IDF weight are comparatively rare 
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words in the dataset. So, among the 10,000 data instances, there are high chances that these 

uncommon words are the words that are not used in regular conversations and possible instances 

of cyberbullying. Some of the examples of this labeling are as follows: 

 

Posted Question Preprocessed Term Class Label 

.. are you gay? gay 1 

Calm down! Calm down 

don&#039;t get a big dick! 

dick 1 

I do too know you like that  

motherfucker. 

motherfuck 1 

fffff uuuu fffff uuuu 1 

i&#039;m sorry.r :cr r r r 

ihateyou. 

ihateyou 1 

 

Figure 4.4: Sample Labels (Type 2) 

The preprocessed terms column have a higher TF-IDF value associated with them in the dataset. 

These are not words that are commonly used in formal conversations. As a result, in the 

preprocessing stage, these terms have been filtered as rare words. Moreover, such words have 

higher TF-IDF weights than common words such as “I”, “You”, “They” etc. Therefore, they 

have received the label “1” and have been marked as instances of cyberbullying. The Naïve 

Bayes algorithm is able to detect these labels with a high level of accuracy. In the similar way, 

the “Preprocessed Answer” dataset also gives high accuracy rates as shown below: 
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Figure 4.5: Accuracy of TF-IDF Labeling (Answers) 

The dataset of “Preprocessed Answers” labeled based of TF-IDF values also show accuracy over 

95 percent on average. Some of the examples of this labeling with the original examples are 

given below: 

 

Posted Answer Preprocessed Term Class Label 

zombi mummi Zombie 1 

shuddup Shuddup 1 

dick Dick 1 

foolish child foolish child 1 

prostitut Prostitute 1 

 

Figure 4.6: Sample Labels (Type 2) 

The examples of the preprocessed terms in this dataset are usually words that are rare in use. So, 

they have also been labeled as “1”. Furthermore, shorthand writing and slang words have a better 

probability of having a higher TF-IDF weight. The Naïve Bayes algorithm detects these kinds of 

examples as instances of cyberbullying events. As a result, this labeling method becomes quite 

dynamic on its own. However, a potential problem of relying on the TF-IDF values is that it may 

not be able to differentiate among the correct labels and “false positives”. For example, if there 

are spelling mistakes or shorthand words that are not related to bullying, they might also get 

flagged as “1” due to having above average TF-IDF values. Since this method is focused on text 

classification without considering any contextual meaning, the false positive labels also need to 

be filtered out and corrected for improving the quality of predictions.  

 

4.2.3 Results of Type 3 Labeling (Specific Abusive Keyword-Based): 

 The results extracted by running the Naïve Bayes algorithm on the datasets which have 

been labeled based on the presence of five specific female-centric abusive words also give a 

relatively lower range of accuracy than the second type of labeling. The results after running the 

algorithm ten times on the “Preprocessed Questions” dataset are as follows: 
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Figure 4.7: Accuracy of Female-Centric Words Labeling (Questions) 

The results show that the rate of accuracy is significantly lower than the previous approach. 

While the previous type of labeling showed over 90 percent accuracy, the accuracy range of this 

new approach is between 38 to 41 percent. One reason behind this drop in accuracy levels again 

might be due to having fewer instances in the dataset. If the dataset does not have enough 

instances of cyberbullying related to the five words that have been specified, it reduces the 

algorithm’s ability to make predictions on the testing data accurately. The algorithm needs a 

minimum amount of examples in the training dataset to learn and apply the knowledge on the 

testing dataset. Some of the examples of the comments related to these abusive words are given 

below: 

 

Posted Question Preprocessed Term Class Label 

bitch thee bomb tick tick Bitch 1 

faggot edc god damn bitch 

thad  near zach 

Bitch 1 

asset haha pretti butt daddi Butt 1 

ass mouth Ass 1 

am dirti fuck whore Whore 1 

 

Figure 4.8: Sample Labels (Type 3) 

The results of this analysis also disprove our initial assumption. We had assumed that the five 

commonly used abusive words which we used for the labeling, would be prevalent in the 

datasets. On the contrary, there seems to be less use of these words. In case of the “Preprocessed 

Answers” dataset, similar results have been acquired. These results are illustrated below: 
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Figure 4.9: Accuracy of Female-Centric Words Labeling (Answers) 

 

Posted Answer Preprocessed Term Class Label 

hahaha bitch bring lmao kinda 

lmao hve black yes haha 

bitch 1 

hoe-ish lol um prob stupid 

bitch sin sinopppzz 

bitch 1 

mutha fucka hawt piec ass ass 1 

fuckin love ass ass 1 

Hey whore whore 1 

 

Figure 4.10: Sample Labels (Type 3) 

Even for the “Preprocessed Answers” dataset, the accuracy level is around 40 percent on 

average. Overall, this method of labeling does not give optimum results for Naïve Bayes 

algorithm and our particular dataset. The efficiency of this method can be further explored by 

increasing the number of keywords for labeling. However, the shorthand spellings and possible 

spelling mistakes of all such keywords also need to be taken into consideration for making 

effective predictions. 

4.2.4 Results of Overall Comparative Analysis: 

 Finally, we move to comparing the average accuracy rates of all the datasets. This 

process lets us observe which type of labeling provides the best results for our particular sample 

datasets. A graph illustrating all the average accuracy rates is given below: 
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Figure 4.11: Accuracy of Comparative Analysis 

The side-by-side comparison shows that the second type of labeling, which has been done based 

on the value of TF-IDF weights, gives the highest accuracy rates. Therefore, labeling based on 

TF-IDF values prove to be the best way for getting high level of accuracy of cyberbullying 

detection for our particular datasets.  

 

4.3 Conclusion 

In summary, the type 2 labeling, which has been done based on the TF-IDF weights of all the 

words in the datasets, show the highest levels of accuracy in predictions for the sample datasets 

we have chosen. However, we cannot completely disregard the other methods as ineffective 

ones. They can be further explored by looking at more parameters and increasing the number of 

samples. In addition, they need to be tested on other datasets related to cyberbullying as well as 

tested with other algorithms to come to a definite decision. 
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CHAPTER 5 

RECOMMENDATIONS & CONCLUSION 

5.1 Overview 

In this chapter, the limitations of this research work will be identified. In addition, further 

scope of research regarding this area and how these methods can be further improved will also be 

explored.  

5.2 Limitations 

Some of the main limitations of this research are given below: 

 The model might predict a harmless comment to be an example of cyberbullying based 

on the word choices as it does not focus on contextual analysis. 

 The model may be unable to classify shorthand words, spelling mistakes or implied 

meanings of certain sentences accurately. 

 The model currently does not have a GUI to make predictions in realtime. 

 The “Type 2 Labeling” has a relatively small number of keywords. 

 

5.3 Recommendations 

This research worked can be improved upon in future by taking the following 

recommendations into account: 

 Doing comparative analysis among multiple Machine Learning Algorithms to cross-

validate the accuracy levels for the three methods.  

 Developing a method for identifying and removing the false positive labels in order to 

improve the quality of performance. 

 Varying the threshold value for the type 1 label in order to observe any possible 

difference in the results. 

 Increasing the word range for the type 2 label: female- centric abusive words in order to 

increase the possible number of instances.  

 Predicting the IDs of the perpetrators of cyberbullying in addition to the offensive 

comments. 

 Implementing a real time GUI model based on the accuracy results given by the machine 

so that it might be useful for general users. 

 Considering other important factors and the possible relationships among them which 

may have an effect on the prediction levels. 

 

5.4 Conclusion 

In conclusion, cyberbullying is a matter of significant concern at current times. Therefore, 

sufficient research needs to be conducted in order to create efficient detection and prevention 

models. These models would aid lawmakers and law enforcement agencies to punish the 
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perpetrators. Finally, it would also be useful to the mass users through making social media sites 

safe and reliable for them. 
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Appendix 

Codes of Naïve Bayes Algorithm: 

 

import csv 

import random 

import math 

  

def loadCsv(filename): 

lines = csv.reader(open(filename, "rb")) 

dataset = list(lines) 

for i in range(len(dataset)): 

dataset[i] = [float(x) for x in dataset[i]] 

return dataset 

  

def splitDataset(dataset, splitRatio): 

trainSize = int(len(dataset) * splitRatio) 

trainSet = [] 

copy = list(dataset) 

while len(trainSet) < trainSize: 

index = random.randrange(len(copy)) 

trainSet.append(copy.pop(index)) 

return [trainSet, copy] 

  

def separateByClass(dataset): 

separated = {} 

for i in range(len(dataset)): 

vector = dataset[i] 

if (vector[-1] not in separated): 

separated[vector[-1]] = [] 

separated[vector[-1]].append(vector) 

return separated 
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def mean(numbers): 

return sum(numbers)/float(len(numbers)) 

  

def stdev(numbers): 

avg = mean(numbers) 

variance = sum([pow(x-avg,2) for x in numbers])/float(len(numbers)-1) 

return math.sqrt(variance) 

  

def summarize(dataset): 

summaries = [(mean(attribute), stdev(attribute)) for attribute in zip(*dataset)] 

del summaries[-1] 

return summaries 

  

def summarizeByClass(dataset): 

separated = separateByClass(dataset) 

summaries = {} 

for classValue, instances in separated.iteritems(): 

summaries[classValue] = summarize(instances) 

return summaries 

  

def calculateProbability(x, mean, stdev): 

exponent = math.exp(-(math.pow(x-mean,2)/(2*math.pow(stdev,2)))) 

return (1 / (math.sqrt(2*math.pi) * stdev)) * exponent 

  

def calculateClassProbabilities(summaries, inputVector): 

probabilities = {} 

for classValue, classSummaries in summaries.iteritems(): 

probabilities[classValue] = 1 

for i in range(len(classSummaries)): 

mean, stdev = classSummaries[i] 

x = inputVector[i] 

probabilities[classValue] *= calculateProbability(x, mean, stdev) 

return probabilities 
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def predict(summaries, inputVector): 

probabilities = calculateClassProbabilities(summaries, inputVector) 

bestLabel, bestProb = None, -1 

for classValue, probability in probabilities.iteritems(): 

if bestLabel is None or probability > bestProb: 

bestProb = probability 

bestLabel = classValue 

return bestLabel 

  

def getPredictions(summaries, testSet): 

predictions = [] 

for i in range(len(testSet)): 

result = predict(summaries, testSet[i]) 

predictions.append(result) 

return predictions 

  

def getAccuracy(testSet, predictions): 

correct = 0 

for i in range(len(testSet)): 

if testSet[i][-1] == predictions[i]: 

correct += 1 

return (correct/float(len(testSet))) * 100.0 

  

def main(): 

filename = 'filename.csv' 

splitRatio = 0.70 

dataset = loadCsv(filename) 

trainingSet, testSet = splitDataset(dataset, splitRatio) 

print('Split {0} rows into train={1} and test={2} rows').format(len(dataset), len(trainingSet), 

len(testSet)) 

# prepare model 

summaries = summarizeByClass(trainingSet) 

# test model 

predictions = getPredictions(summaries, testSet) 

accuracy = getAccuracy(testSet, predictions) 
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print('Accuracy: {0}%').format(accuracy) 

    

main()  [34] 
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